
APTARE Enabled Intelligent  
Storage Provisioning 
One of the most difficult aspects of a storage administrator’s job is 
to provision storage without having all the necessary data. Making 
sure the storage amount and tier is provisioned appropriately 
based on actual usage, dramatically reduces both the cost and 
growth of storage. 

Some of the data points that are missing revolve around these questions:

•	 Are	we	over-allocating	to	avoid	future	requests?

•	 Has	the	requestor	used	all	of	the	LUNs	already	allocated?

•	 Does	the	requestor	already	have	unused	storage	on	their	server(s)	or	ESX	host?

-	 Free	Volume	Group	Capacity?

-	 Excess	File	System	Capacity?

-	 Decommissioned	servers	that	sill	have	allocated	storage?

•	 What	tier	of	storage	is	the	requestor	currently	using	for	this	particular	application?

•	 What	are	the	backup/replication	requirements	for	the	request?

•	 Based	on	growth	projections,	which	array/pool	makes	the	most	sense	to	use	for	

the	allocation?

•	 Is	there	storage	already	reserved	for	other	projects?

•	 What	does	the	existing	I/O	performance	look	like?

•	 Do	we	have	enough	of	the	requested	storage	tier?

•	 Are	we	creating	thin-provisioned	storage	to	thin-provisioned	Virtual	Guests?

APTARE®	has	a	unique	integrated	view	of	storage,	SAN	fabric,	virtual	and	physical	hosts,	

backup	needs	and	applications	provide	storage	administrators	with	the	information	

needed	to	answer	the	tough	questions	about	any	allocation	request.	The	single	pane	of	

glass	provided	by	APTARE	StorageConsole®	platform	not	only	makes	it	incredibly	ef-

ficient	to	make	the	provisioning	process	more	intelligent,	it	makes	it	possible	for	every	

storage	allocation.

Here are the areas you should consider when making your provisioning process 
more intelligent:

Areas to consider when making 
the provisioning process more 
intelligent:

•	 Host	Views

•	 Existing	Storage	Utilization

•	 Host	Mapping

•	 What	Array/Tier	Should	I	Use?

•	 Performance	Profile

•	 Reserved	Storage

•	 Host	Views

•	 Existing	Storage	Utilization

•	 Host	Mapping

•	 What	Array/Tier	Should	I	Use?

•	 Performance	Profile

•	 Reserved	Storage
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Host Views
APTARE	consolidates	all	the	information	from	the	hosts	in	the	environment	to	show	not	only	an	allocated	view,	but	a	utilized	view	of	

the	storage.	This	higher	level	view	allows	for	an	enterprise-wide	perspective	of	host	utilization	as	shown	below.

When	a	storage	allocation	is	requested,	APTARE	allows	the	storage	administrator	to	understand	the	host	requesting	the	storage,	

whether	it	is	a	physical	host	or	a	virtual	host.	APTARE	has	a	unique	agent-less	data	collection	provides	detailed	information	that	is	not	

provided	by	any	other	solution	on	the	market.	Here	is	the	level	of	detail	collected:

•	 Fibre	Channel	host	connections

•	 Clustered	host	information

•	 HBA	make,	model,	firmware,	etc

•	 Volume	manager	disk	usage	and	mapping	including	versions

•	 File	system	and	volume	usage

•	 Host	OS,	version,	make	and	model

•	 Multi	pathing	software,	version	and	connections

•	 CPU,	Memory	and	IP	Network	performance

•	 Oracle	ASM	mapping	and	usage

•	 Oracle,	SQL	Server	and	Exchange	allocation	and	utilization	metrics

As	you	can	see	from	the	examples	below,	APTARE	provides	detailed	information	about	basic	host	information,	topology	through	

the	SAN	and	storage,	any	related	hosts	that	are	utilizing	the	same	LUNs	(like	in	a	cluster),	the	mounted	volumes	and	any	NAS	

shares	present.
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For	virtual	hosts,	APTARE	also	provides	detailed	information	about	the	VM	guest	includes	OS,	VM	Path,	volumes	including	utilization	

metrics	and	disks	provided	to	the	VM	(whether	raw	mapped	or	through	a	data	store)
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Existing Storage Utilization
APTARE	has	been	specifically	designed	to	provide	the	information	to	necessary	to	support	the	provisioning	process.	Once	you	have	

visibility	into	the	host	details,	you	can	further	examine	the	need	for	additional	capacity	by	validating	unused	or	underutilized	storage	

already	allocated	to	the	host.	With	a	few	clicks,	storage	administrators	can	easily	validate	the	host’s	current	utilization	in	any	of	the	

following	areas:

•	 Unbound	/	Orphaned	LUNs

•	 Excess	Capacity	at	the	Volume	Manager	level

•	 Unused	space	inside	a	VMware®	datastore	

•	 Current	File	System	Utilization	Rates	

•	 Excess	Capacity	at	the	application/database

Often	the	largest	source	of	excess	capacity	and	easy	reclamation	opportunities	are	unused	or	orphaned	LUNs.	Typically,	once	the	LUN	

has	been	allocated	the	storage	administrator	no	longer	has	visibility	to	the	utilization	of	the	storage.	The	APTARE	host	view	can	quickly	

show	LUNs	that	are	allocated	but	not	used	by	a	host.	

A	detailed	view	of	the	LUNs	is	also	available	by	drilling-down	from	any	the	links	on	the	screenshot	above.

APTARE	can	look	inside	the	host’s	volume	manager	to	see	how	the	space	has	been	allocated	to	volume	groups	and	how	that	storage	

is	being	utilized.	In	the	next	example	we	see	two	LUNs	that	have	not	been	used	by	the	volume	manager.	This	represents	almost	1TB	of	

free	capacity	that	can	be	leveraged	to	satisfy	capacity	requirements.
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When	a	request	is	made	for	more	space	to	an	ESX	host	for	a	VM	Guest,	in	addition	to	making	sure	there	are	not	any	LUNs	not	being	used	

at	the	physical	machine	level,	Storage	Administrators	also	need	to	verify	the	utilization	of	the	datastores	available	in	the	ESX	cluster.	It	is	

also	helpful	to	check	for	VMs	not	in	inventory	–	notice	the	90GB	of	space	taken	by	VMs	no	longer	available.

It	is	possible	that	all	the	allocated	space	has	been	used	by	the	host	and	given	to	file	systems/volumes	on	the	host.	APTARE	can	also	

show	if	these	file	systems	are	being	utilized	effectively.	The	report	example	below	indicates	a	file	system	with	over	2TB	of	free	capacity	

available.	Depending	upon	the	nature	of	the	provisioning	request,	this	information	could	serve	as	a	justification	of	denial.	

In	addition	to	having	visibility	into	the	file	system	and	volume	manager	efficiency,	APTARE	also	provides	utilization	statistics	for	database	

applications.	Database	applications	are	some	of	the	biggest	consumers	of	capacity	and	can	represent	a	significant	source	of	wasted	

space.	Having	the	ability	to	evaluate	utilization	within	the	database	is	a	powerful	tool	in	evaluating	provisioning	requests.	The	following	

report	shows	excess	capacity	in	Oracle	table	spaces	and	data	files.	
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Host Mapping
It	is	necessary	to	understand	the	place	of	the	host	in	the	overall	storage	environment.	In	other	words,	how	is	it	connected	through	the	

SAN	backbone	to	the	storage	arrays?	Will	I	need	to	create	new	masking	or	connections?

In	the	below	example,	we	have	a	storage	request	from	the	host	Hemera.	APTARE	provides	the	detailed	topology	map	along	with	any	

connections	to	the	storage	and	any	zones	for	that	host.

Likewise	in	the	virtual	environment,	storage	administrators	want	to	know	how	a	VM	Guest	is	mapped	to	the	storage	they	are	providing.
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What Array/Tier Should I Use?
APTARE	provides	numerous	views	to	determine	which	storage	array	and/or	storage	tier	makes	the	most	sense	to	use	in	order	allocate	

storage	to	the	requesting	business	unit.	Thin	provisioned	storage	pools	and	array	virtualization	is	fully	supported	by	APTARE.

It	is	helpful	to	start	with	a	wide	angled	view	of	the	enterprise.	The	example	below	displays	all	storage	in	the	environment	by	vendor.

Usually,	it	is	more	helpful	to	start	with	an	overall	view	by	tier	in	order	to	satisfy	the	performance	and/or	data	protection	requirements	

of	the	application	requesting	storage.	The	report	below	shows	each	of	the	defined	tiers	of	storage	and	identifies	the	unallocated	

capacity	that’s	available	to	satisfy	a	provisioning	request

Drill	down	on	a	tier	of	storage	to	provide	a	list	of	storage	frames	that	have	sufficient	capacity	to	satisfy	the	request.

Storage	Administrators	can	then	drill-down	further	to	the	available	thick	or	thin	LUNs	in	the	array	or	pool	and	choose	the	appropriate	

LUN	for	the	allocation	ticket.
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Performance	also	dictates	which	storage	array	makes	the	most	sense	to	allocate	a	new	request	from	for	a	particular	host.	The	following	

section	“Performance	Profile”	covers	performance	in	more	detail.	A	simple	report	over	any	user-specified	time	period,	can	give	an	idea	of	

what	arrays	are	not	utilized	as	often	and	might	be	a	better	choice	to	use	when	satisfying	an	allocation	request.
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Performance Profile
It	is	necessary	to	understand	the	current	performance	profile	before	suggesting	a	lower	tier	or	higher	tier	of	storage.	APTARE	creates	a	

performance	profile	for	each	type	of	storage	and	compares	the	performance	each	host	is	getting	against	that	profile.	This	provides	the	

storage	administrator	with	a	quick	view	into	the	hosts	to	see	if	their	current	performance	is	working	for	their	needs.

APTARE	also	provides	the	detailed	performance	metrics	by	LUN	and	RAID	Group	as	well	as	shown	below.

Properly	distributing	masked	capacity	across	the	storage	array	and	fabric	ports	is	essential	in	maintaining	performance	levels.	APTARE	

provides	performance	metrics	that	can	assist	an	administrator	on	determining	which	ports	are	least	utilized.	
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APTARE	also	provides	full	information	from	the	FC	switch	perspective	as	shown	in	the	Host	Mapping	section	earlier	in	this	document.	

The	report	below	shows	current	port	utilization	from	the	host	requesting	new	storage.
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Reserved Storage
It	is	extremely	useful	to	keep	track	of	known	future	allocations	of	storage	–	storage	that	business	units	or	applications	know	they	will	

need	in	the	near	future.	These	storage	reservations	can	easily	be	stored	in	the	APTARE	database	and	used	with	any	projection	of	storage	

growth.	Storage	reservations	can	also	track	storage	that	is	off	lease	or	being	removed	from	the	environment.	

As	you	can	see	from	the	below	screenshots,	APTARE	can	easily	show	your	storage	growth	across	individual	arrays	(or	by	any	other	busi-

ness	grouping	necessary),	the	historical	growth	of	storage	(allocated	and	available)	as	well	as	any	storage	that	will	be	coming	on-line	(or	

removed)	in	the	future.


